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1  Introduction
LexBIG provides a vocabulary server accessed through a well-structured application programming interface (API) capable of accessing and distributing vocabularies as commodity resources. The server is built using standards-based and commodity technologies.  NCI’s goal is to allow for distributed access to the LexBIG vocabulary service giving EVS users the ability to access the available terminologies/vocabularies without requiring local installation and setup of LexBIG. 
1.1 Purpose of this Document
This document provides an overview of the NCI EVS Distributed LexBIG (DLB) API design.  It is intended to describe and capture the implementation decisions and is written as a reference for both the NCI customer and the NCI contractors/developers involved with the evolution of system.  
1.2 Key Stakeholders
	Name
	Description
	Responsibilities

	Peter Covitz
	NCICB Application Infrastructure
	Oversees NCICB Application Infrastructure

	Avinash Shanbhag
	NCICB Application Infrastructure
	Oversees NCICB caCORE Software Engineering

	Frank Hartel
	EVS Product Manager
	Directs EVS Projects 

	Johnita Beasley 
	Project Manager 
	Technical Direction and Implementation



1.3 Points of Contact

· Project Oversight/Management

Name: Charles Griffin
Title: NCICB/Ekagra Project Manager (Contractor)
Email: griffinch@mail.nih.gov
Phone: 301.496.5373

Srini Guruswami

· Project Oversight/Technical Leadership

Name: Johnita Beasley

Title: NCICB/SAIC Tech Lead (Contractor)

Email: beasleyj@mail.nih.gov
Phone: 301.435.6358

· NCICB Application Support

Email: appsupport@mail.nih.gov
2 IMPLEMENTATION OVERVIEW  
2.1 Background Information

“LexBIG provides externalization and support of LexGrid-based terminology software (services, persistence, tooling) developed for the Cancer Biomedical Informatics Grid (caBIG™) initiative.

The goal of the project is to build a vocabulary server accessed through a well-structured application programming interface (API) capable of accessing and distributing vocabularies as commodity resources. The server is to be built using standards-based and commodity technologies.” – Mayo Clinic College of Medicine. 

The LexBIG API was originally made available to the NCI as a self-contained API (client and server components required to reside on the same physical machine).  One of the goals of the EVS 4.0 release is to expose those read-only components of the LexBIG API in a distributed fashion.   This would allow EVS users to transition to the LexBIG API for their application terminology requirements. 
2.2 Use Cases
The caCORE/EVS 4.0 release will serve/expose LexBIG Data in several ways.  The DLB API is just one of the ways provided, however the requirements/use cases, with respect to the types of access that EVS users expect, are the same.  So, to review the requirements/use cases of the DLB API, refer to the “Product Integration of the LexBIG framework into caCORE  Version 1 Release 4.0” Implementation Specification (https://gforge.nci.nih.gov/docman/index.php?group_id=366&selected_doc_group_id=1917&language_id=1).
2.3 Technology Forecast

In order to ensure that NCICB applications are regularly migrated to new versions of the chosen technology stack, the SCM initiative has promoted a twice-annual technology stack migration plan.

Under the three stack rotation plan, in any given period, Stack A represents the deprecated technology, Stack B represents the officially supported stack, and Stack C represents the target stack, which is available and may be used by any group for deployment or experimentation.

The DLB API will maintain, at a minimum, Stack B.   At the time of the writing of this document, the currently supported technology stack is available at: https://gforge.nci.nih.gov/docman/index.php?group_id=27&selected_doc_group_id=460&language_id=1
2.4 Risks

	Risks
	Low
	Med
	High
	Contingency

	The ability to successfully implement the DLB will hinge on timely receipt of the LexBIG release from Mayo.
	
	
	X
	

	Annotation of the correct LexBIG methods and classes
	
	
	X
	


2.5 Issues

	Ref
	Issue
	Action

	TDB.
	
	


2.6 Assumptions

	Ref
	Assumption
	Impact

	TBD.
	
	


2.7 Dependencies
	Ref
	Dependency
	Action

	2.7.1
	LexBIG 2.1.x.
	


3 IMPLEMENTATION ARCHITECTURE
The LexBIG API will be exposed by the EVS caCORE System for remote, distributed access. The caCORE System’s ‘EVSApplicationService’ class will implement the ‘LexBIGService’ interface, effectively exposing LexBIG via caCORE. Since the objects returned from the LexBIGService are not merely beans, but full fledged Data Access Objects (DAOs) in many cases, the caCORE client will be configured to proxy method calls into the LexBIG objects and forward them to the caCORE server so that they may execute within the LexBIG environment.
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Figure 3.1. DLB Architecture
The DLB environment will be configured on the caCORE Server (Figure 3.1). This will give the server access to the LexBIG database and other resources. The client must therefore go through the caCORE server to access any LexBIG data.
4 IMPLEMENTATION DESIGN
4.1 LexBIG Annotations

The LexBIG side of the integration will involve the addition of Java Annotations marking methods which are safe to execute on the client side and classes which may be passed to the client without being wrapped by a proxy. The annotation shall be named @lgClientSideSafe. Every method in the LexBIG API that is to be accessible to the caCORE user must be considered and annotated if necessary. 

4.2 Aspect Oriented Programming Proxies

The integration will be accomplished using Spring Aspect Oriented Programming (AOP) to proxy the LexBIG classes and intercept calls to their methods. The caCORE Client will wrap every object returned by the LexBIGService inside an AOP Proxy with advice from a LexBIGMethodInterceptor (“the Inteceptor”). 

The “Interceptor” shall be responsible for intercepting all client calls on the methods in each object. If the method is marked with the @lgClientSideSafe annotation, it will proceed normally. Otherwise, the object, method name and parameters will be sent to the caCORE server for remote execution (Figure 4.2.1). 
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Figure 4.2.1 Sequence Diagram Showing Method Interception

Once the method is executed remotely, the result will be delivered back to the client. If the result is a LexBIG class (i.e. part of the org.LexGrid package) then the Interceptor will check for the @lgClientSideSafe annotation on the resulting class. If the annotation is not found, the class will be wrapped in a proxy so that calls to its methods are also remoted if necessary.
NOTE: Annotation of the correct LexBIG methods and classes is critical. If safe methods are not annotated it will impact performance of the API because unnecessary calls will be made on the caCORE server. In some instances, this can also lead to errors if the methods which are erroneously remoted return classes which are not serializable. 

On the other hand, annotating unsafe methods will always result in an error. Usually, the error will complain about problems with the LexBIG logging system, which is not configured on the caCORE client. 

Therefore, the QA testing of this integration should strive to test every method call on the LexBIG API which is accessible from caCORE via the integration.

5. Deployment View 
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Figure 5.1  caCORE/EVS DLB Deployment View


4.3 Deployment Diagram

NCI EVS DLP API will deploy using Ant.   A customizable Ant script will be created which will allow for the application to be built and deployed to the NCICB QA, STAGING and PRODUCTION Servers as part of the caCORE/EVS release.
dlb.jar – All client-side classes exposed for access to LexBIG data are contained in the app jar.

Third party jars – All third-party jars used by the application.

4.4 Deployment Products and Framework Versions

DLB API implements the following APIs and versions. As new versions are released or are supported by NCICB, the products will be updated after a determination that the versions do not cause problems in the application.

	Name
	Version
	Provider
	Description

	Java SDK
	1.5.x
	Sun Microsystems
	JDK that the application runs. Deployed version dependent on NCICB standard at time of deployment. (java.sun.com/j2se/1.5/index.html)

	Ant
	1.6.2
	Apache open source
	The Build Scripting Tool.

	Log4J
	1.2.7
	Apache open source
	Logging API. Also used by JBoss

	Spring Application Framework
	2.0.x
	
	Leveraging Spring Remoting for remote, distributed access to the LexBIG service and AOP to handle LexBIG DAOs that need to be exposed.

	LexBIG
	2.1.X
	Mayo
	The underlying API that is being distributed.  See LexBIG documentation for additional product references leveraged.














































































































































































































