Meeting notes for Project Management meeting (05/05/10)
Attendees:

Larry 

Gilberto

Margaret

Craig

Traci

Norval

Wilberto

Tracy

Jason

LexEVS:
Still working on development for Prototype 3 of LexEVS 6.0.
Versioning is taking longer than expected.  The querying part of the versioning is now moved to the next release.  Concept domain may also be pushed out of prototype 3.

Working on design review package.
Browsers:
Term Browser:

Issue found in stage [GF#28430] Incorrect coding scheme names shown on the multiple search results page.  When doing a search against GO terminology, term browser returns GO concepts results but listed as part of the NanoParticle Ontology.  When you click on the link of the concept you get an error.  Kim has entered a Gforge tracker in LexEVS for this but has implemented a workaround that is in a build that is currently in QA. I believe this is a show stopper so we will want this fix as part of the 1.1.1 release. This will extend deployment date one week 5/13 (Next Thursday) release date.

Term Browser load balancing – Ask Norval what the latest status is.  Last I noticed in DRT was that we were waiting for the firewall exception.

Will has been supporting Sina to successfully build the browser at MD Anderson.  Working on setting up the LexEVS API.  They are looking to do the deployment using JBoss 5.1.  Will is checking on JBoss 5.1 compatibility.
Need to start planning for a maintenance release for each of the browsers.  Need to test compatibility for updates to OS and JBoss in particular and make necessary modifications.
NCIm:

Deploying to QA tomorrow.  Need to factor in the push back of NCIt 1.1.1 into the schedule but the release is tentatively scheduled for June 11th.

Will be doing a demo this afternoon.
Protégé:

Moving development schedule back one week to give time for Clark and Parsia to do some optimization of classification.

Deployment is now scheduled for July 9th.

Discussion item from Gilberto about in the future moving to Protégé 4.   Especially for the OWL2 support.  

Looking to get Protégé 3 working with BDA and convert that BDA to Protégé 4.  It was decided in the meeting that we should hold off on BDA for Protégé 3 for now.  Still could possibly move to Protégé 4 but it is not ready at this point.  There are two possible DB implementations that Gilberto has been reviewing.  One is from Germany and the other from Stanford.  Gilberto is not sure which is best since they are in the early stages of development.
There have been a number of performance issues recently.  We have two options to handle these performance problems:

1.  Delay deployment of 1.4.2 until the performances fixes are completed

2. Continue with 1.4.2 then have performance patch 1.4.2.1 (4-6 weeks to release a patch.)
Delaying 1.4.2 would be optimal but it all depends on if the editors can live without the 1.4.2 functionality for a while.  Larry and Margaret are going to check with Laura to see if 1.4.2 functionality can be held for a while.

QA:

Protégé patch testing.
Term Browser 1.1.1 release testing.  
Will start NCIm 1.2 testing next week.

Operations:

Data Load issue from last Friday – Tracy might be able to speak to this better but the issue was that the ICD10 data was on stage and at the last minute it was decided that it should not be deployed to production.  Under normal circumstances the browser would point to the stage database to limit downtime but in this case we could point to stage because the ICD 10 could not be made available externally.  Thus the instructions for the systems team was to use the maintenance page think that the production deployment should only take a hour or two.   There was an access/permission error that caused the delay throughout the day.  

For future, we will communicate whenever there is a data deployment that will take any amount of significant time.  That way we might be able to discuss a possible solution so the downtime is not required or at least make plans accordingly.  Who gets this communication is the next question (notification lists?)

Systems:
Upgrade to Apache 2.2.14.  Doesn’t see any issues with the EVS software making the upgrade, just wanted to give warning that the upgrade is coming.
Norval submitted ticket for firewall exception for NCIt load balancing.  He will check back to the security group for status on the exception.  
