Meeting notes for Project Management meeting (10/06/10)
Attendees:
Larry 
Margaret
Sherri
Gilberto
Kim
Jason
Wilberto
Traci
Craig
Steve
Tracy
Norval
Andrea

LexEVS:
ECCF Documentation – Completed the PIM.  Larry wants a ball park figure on the burden of creating all the documentation for ECCF.  Need this information for Larry Brem so he can get a feel for the LOE for future contracts.  Traci said she will pull this together.
Tracy has reviewed the model from 6.0 and compared it to the 5.1 model to look for the changes.  Tracy asked if there was any documentation already available describing those changes.  Traci responded that information is in the design documentation but that Mayo need to pull this information together into one place.  This is not available yet but it is on the Mayo task list.
Larry asked if OWL2 will be supported in LexEVS 6.0.  Response was that OWL2 will not be handled in this release.  Larry said that we need to be clear on what we can and cannot handle in 6.0.
Tracy stated that the EVS data folder ran out of space.  Needed to move the tar to a different location.

Browsers:
Term Browser:
1.2 Release:
Done with QA/Regression test.  Waiting for the stage data deployment to finalize.  Issue where it does not appear that the webapp portion of this deployment request has been started.  Also, the Production browser is somehow being impacted by what should be a Stage only deployment. (DRT Ticket 3886) – See Operations section for details.


2.0 Release:
Continue with testing LexEVS 6.0.  Two main issues remaining before QA.  There is an issue with the tree.  Second is the performance with Mapping and Local Extensions.  Kim is working with Kevin on both of these issues.


DEV environment Setup:
(TASKMGT-3861) A subtask for the SCM team – Will can provide more details but we need feedback on the progress of this ticket.  Need to know if there is anything else the dev team needs to do.

Report Writer:
Nothing to report this week.

Protégé:
Reviewed the release note trackers with the group last week to make decision on what needs to be part of the patch release and what can be close.  

Additional patch items will be added as we get issues from the editors using the 1.4.2 release in production.  I will be working on the scope document for the patch release in the next couple of days.

One issue so far about performance using Citrix but I have not seen any for actual Protégé issues.

We are going to cancel the protégé weekly meeting and schedule meeting individually as needed.  The first meeting is scheduled for October 22nd. We will review any issues from the editors at that time.  Also looking at a demo of web protégé if Bob is ready.




QA:
Testing the 1.2 Term Browser Release.
Looking to start Data BDA testing next week.

Operations:
(TASKMGT-3886) EVS monthly data update to Stage supporting LexEVS API 5.1, NCIt Browser, & NCIm Browser
Systems team trying to resolve this ticket but there are issues.

From Tracy on this ticket:
This is not resolved - It does not appear that the webapp portion of this deployment request has been started.  Also, the Production browser is somehow being impacted by what should be a Stage only deployment.

Norval said that the systems team will take P216 out of the load balancing and bounce the JBoss for NCIt and NCIm and then have us test.



Data BDA:
Nothing additional.

Systems:
YourKit:
Jason asked Norval about the available licenses for YourKit to be used on LexEVS and the browsers.  Norval said there is at least one license available.  He will check on the additional licenses.
Shutdown of LexEVS 4.2 – 
caMOD:
Sent an email to Sima on Friday asking about her progress.  She sent a separate message to Kim because she was having some issue with the next step of her implementation.  Kim said that it looks like she was again going in the wrong direction.  Sent a follow up message on Tuesday to see if there was anything else we could help with.

caDSR:
From Greg - After many problems, we got the build working on dev. We’re waiting for systems to provision the QA tier.
There have been so many problems and more important tasks that I’ve given up on that.
 
Waiting on systems to set up deployment for the QA tier. Then a week for regression. (Shouldn’t be any issues there.) Probably the same deployment problems on other tiers. A month before it makes it all the way through?
 
At least it’s at the top of our priority list now. We shouldn’t be the cause of any significant delays.


